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Professional Summary:
· Over Around 7 years of dedicated IT experience in DevOps Engineering, Site Reliability Engineering (SRE), Security operations engineer and Cloud Engineering (AWS and Azure), I bring a wealth of knowledge in CI/CD pipelines, Configuration Management, Build and Release Management, and Linux/Windows Administration

· Well-versed in AWS Services including EC2, IAM, VPC, CloudFormation, S3, SNS, RedShift, CloudWatch, SQS, Route53, Lambda, Kinesis, and RDS, ensuring robust and scalable infrastructure.

· Direct experience with Azure cloud services for IaaS and PaaS, provisioning VMs, Virtual Networks, Web Apps, and Web-Jobs, including Azure Cosmos DB, Active Directory, Azure Windows server, Microsoft SQL Server, Microsoft Visual Studio, Windows PowerShell, and Cloud infrastructure.

· Developed a solid foundation in Site Reliability Engineering (SRE), ensuring system performance, scalability, and reliability, while significantly enhancing the overall effectiveness of IT infrastructure.

· Skilled in achieving High Availability and Fault Tolerance for AWS EC2 instances using Elastic IP, EBS, and ELB.

· Expertise in architecting and deploying scalable and resilient infrastructure solutions on Azure and AWS, using Git for version control.

· Versatile in implementing and supporting Build and Release environments, configuring CI/CD pipelines using Jenkins, Azure DevOps, Chef, and Ansible.

· Experienced in managing and optimizing Redhat Linux, CentOS, Ubuntu, and Windows operating systems, with proficiency in Python scripting for automation.

· Configured CI from source control, defining build definitions within Visual Studio Team Services (VSTS), and automating deployment of ASP, .NET, Java, MVC applications to Azure web apps, while managing Azure Active Directory and Office 365.

· Implemented CI/CD pipelines with Docker, Jenkins, TFS, GitHub, and Azure Container Service, integrating Docker and Kubernetes for application deployment.

· Capable in converting Terraform modules to CloudFormation templates, integrating Terraform with Ansible, Packer, and managing Amazon machine images (AMI) in AWS. 

· Developed and implemented Kubernetes manifests for microservices deployment, and installation of Prometheus and Grafana monitoring pods into Kubernetes.

· Exceptional knowledge in Azure compute services, Azure Web apps, Azure Data Factory & Storage, Azure Media & Content delivery, Azure Networking, Azure Hybrid Integration, and Azure Identity & Access Management.

· Experienced in cloud automation and orchestration frameworks using AWS, Azure, and OpenStack, integrating with Puppet for multi-tier application provisioning in OpenStack cloud, and migrating applications using Maven as a build tool.

· Proactive and dedicated DevOps Engineer with a proven track record in automating, configuring, and deploying instances across AWS, Microsoft Azure, and Rackspace cloud environments and data centers.

· Articulate in deploying Azure IaaS virtual machines (VMs) and Cloud services (PaaS role instances) within secure VNets and subnets, implementing robust security measures for web applications on Azure.

· Familiar with security scanning tools such as SonarQube, Trivy, Veracode for vulnerability assessment. 

· Experienced in setting up and managing CI/CD pipelines using TeamCity, Bamboo, CircleCI, and ArgoCD. 

· Skilled in monitoring and alerting systems including Nagios, Prometheus, Grafana, Splunk, Graylog, and New Relic.

· Direct hands-on experience with AWS services including DynamoDB, AEM, and proficiency in utilizing Helm charts for Kubernetes deployments. 

Achievements:
 Enterprise-Wide Cloud Migration: Led a successful migration of the organization’s infrastructure from on-premises servers to a cloud platform (e.g., AWS, Azure), resulting in a 40% reduction in infrastructure costs and enhanced scalability to support business growth.
Global Incident Management System Overhaul: Implemented a comprehensive incident management and response system, integrating advanced monitoring, alerting, and automated remediation tools, which decreased mean time to resolution (MTTR) by 50% and improved overall service reliability across the organization.

Cross-Functional DevOps Culture Transformation: Spearheaded the adoption of DevOps practices across multiple departments, fostering a culture of collaboration between development and operations teams. This initiative led to a 30% increase in deployment frequency and a 25% reduction in production defects.

Technical Skill Sets:
	Cloud Environments
	Amazon Web Services, MS Azure, Open shift.

	AWS Services
	EC2, Lambda, IAM, Cloud Watch, Cloud Formation, Security Groups

	Version Control Tools
	GIT, SVN, Subversion, Bit Bucket, GitHub,Git Lab

	Build Tools
	Jenkins, Bamboo,ANT, Maven, Gradle.

	Testing / Code Quality
	Selenium, SonarQube, Veracode

	Configuration Management 
	Ansible, Chef, Puppet.

	Infrastructure as a code                               
	Terraform, Cloud formation.

	Container Tools
	Kubernetes, Docker, Helm charts.

	Monitoring Tools
	Splunk, Nagios, Cloud Watch, ELK, Datadog, Grafana, Dynatrace, Prometheus

	Scripting/Programming Languages
	Python, Shell (PowerShell/Bash), Groovy, JavaScript.

	Operating Systems
	UNIX, Linux, Windows Server

	Databases
	SQL Server, MYSQL, Oracle, NoSQL, MongoDB, Dynamo DB, Cassandra, Redis Cache

	Ticketing Tools
	Jira, Service Now

	Web Servers
	Apache Webserver, Nginx.

	Virtualization Tools
	VMWare.


Professional Experience:
JB Hunt, Columbia, SC






              June 2021 - till Date
Cloud Engineer/DevOps Engineer
Responsibilities:

· Creating, Configuring and maintaining Infrastructure on AWS Cloud services including Virtual Private Cloud (VPC), EC2, RDS, S3, Route 53, SNS, CloudFront and IAM.

· Implemented monitoring and logging solutions using AWS CloudWatch, AWS CloudTrail, and other AWS-native tools.

· Worked on Docker container snapshots, attaching to a running container, removing images, managing directory structures and managing containers in AWS ECS.

· Experienced in creating various dashboards, metrics, alarms and notifications for servers using AWS Cloud Watch, Grafana, Prometheus and Nagios.

· Managed and operated AWS EKS clusters, ensuring high availability, scalability, and reliability of Kubernetes-based containerized applications.

· Implemented security best practices, including automated vulnerability scanning and patch management, ensuring compliance with PCI DSS, ISO27001, or other standards.

· Led incident response efforts to quickly resolve critical production issues.

· Created EC2 instances in VPC and installed Applications. Worked on Identity Access Management. Created users, groups and assigned roles based on their duties.

· Implemented Argo CD for GitOps-based deployment to Kubernetes, configuring applications, pipelines, and repos to track desired state while leveraging health monitoring, autoscaling for continuous delivery.

· Responsible for Configuring Kafka Consumer and Producer metrics to visualize the Kafka System performance and monitoring.

· Wrote Ansible Playbooks for various applications and deployed them in AWS using Terraform.

· Good experience in writing Helm charts,Kubernetes, yaml files for deployment of microservices into kubernetes cluster.
· Configured an AWS Virtual Private Cloud (VPC) and Database Subnet Group for isolation of resources within the Amazon RDS Aurora DB cluster and created notifications and alarms for EC2 instances using Cloud Watch.

· Managed Kubernetes clusters for efficient container orchestration.

· Created, tested and deployed an end-to-end CI/CD pipeline for various applications using Jenkins as the main Integration server for Dev, QA, Staging and Prod environments.

· Worked with Docker and Kubernetes on multiple cloud providers, from helping developers build and containerize their application (CI/CD) to deploying either on public or private cloud.

· Developed and maintained Java applications, ensuring high performance and reliability.

· Pushed code to source control, Git and GitLab. Check code in and out of the Git repository. 

· Automated various infrastructure activities like Continuous Deployment, Application Server setup, Stack monitoring using Ansible playbooks and has Integrated Ansible with Jenkins.

· Leveraged Kubernetes, Docker, and Jenkins to build CI/CD pipelines for automated build, test, and deployment of applications to Kubernetes clusters.

· Extensively integrated Git for automating builds with Jenkins and administering GIT in Distributed Environments.
· Extensively worked on Oracle Service Oriented Architecture (SOA) 18c installation and configuration

· Utilized infrastructure-as-code (IaC) practices for consistent and repeatable deployments.

· Implemented Dynatrace for application performance monitoring (APM).

· Experienced with Installing and Configuring the NEXUS Repository manager for sharing the artifacts within the company. Also, Supported and developed tools for integration, automated testing and release management. 

· Deployed and managed Splunk for log aggregation and analysis.

· Utilized Docker for the runtime environment of the CI/CD system to build, test deploy.

· Configure, monitor and automate Amazon Web Services as well as involved in deploying the content cloud platform on Amazon Web Services using EC2, S3 and EBS.

· Worked as an SRE, to improve and maintain the web applications life cycle from inception to design, deployment, operation and refinement.

· Configured and optimized middleware, MQ, LTM, GTM, and other infrastructure components.

· Working on Splunk tool for monitoring all the Kubernetes clusters for efficient cluster visibility, proactive monitoring and triggering action. 

· Established infrastructure and service monitoring using Prometheus and Grafana. 
· Conducted post-incident reviews to identify root causes and implement preventive measures.

· Created alerts and monitoring dashboards using Prometheus and Grafana for all microservices deployed
· Managed Unix/Linux servers and Oracle databases to ensure high availability and performance.

· Implemented load balancing with HAProxy for high availability and traffic management.

· Configured caching solutions like Cassandra and Redis for optimized data retrieval.

· Provided 24/7 application support to ensure smooth operations and minimal downtime.

· Implemented monitoring and alerting solutions to proactively identify and resolve issues.

Environment: AWS- EC2, S3, VPC, Cloud Watch, IAM, SQS, SNS, Route 53, Jenkins, Docker, Kubernetes, Ansible, Maven, Java, Helm, Splunk, Dynatrace, Terraform, Datadog, Grafana, SOAP UI Tool, jQuery, Bootstrap, GIT, JSON, Oracle, Casandra, Redis Cache, Windows, Apache servers, HAProxy, Linux servers, Unix, TCP/IP, DNS, Bitbucket, WebLogic.

Delta Airlines, Atlanta, GA
                                                                                                         June 2020 -May 2021
Cloud Engineer/DevOps Engineer
· Designed and configured Azure Virtual Networks (VNets), subnets, Azure network settings, DHCP address blocks, DNS settings, and Security policies & configured BGP routes to enable ExpressRoute and site to site VPN connections between on-premises data centers & Azure cloud. 

· Migrated on-premises data to Azure Data Lake Store (ADLS) using Azure Data Factory (ADF).

· Implemented Azure DevOps pipelines to trigger Jenkins jobs using the Jenkins REST API or Jenkins task in Azure DevOps, enabling complex build and deployment workflows.

· Enhanced automation in managing Private Cloud Environment using Ansible, focusing on configuration management through YAML scripts. 

· Leveraged Terraform modules and best practices to create reusable, modular AAD configurations, facilitating easy updates and scalability for large and complex environments.

· Utilized Azure Databricks for custom DNS settings and Network Security Group (NSG) rules to control outbound traffic.

· Involved in setting up JIRA as defect tracking system and configured various workflows, customizations, and plugins for the JIRA bug/issue tracker.

· Developed Ansible inventory for streamlined continuous delivery (CD) processes and authored playbooks with YAML scripting. 

· Implemented CI/CD pipelines in Azure DevOps for building, testing, and deploying Python-based applications to AKS, leveraging Azure Pipelines and YAML configurations.

· Implemented ELK stack for log analysis and real-time logging and analytics for CD pipelines and applications. 

· Utilized Git branching strategies (e.g., GitFlow) to manage feature development, bug fixes, and releases for Dockerized applications targeting ARM platforms.

· Utilized Helm charts stored in GitHub repositories for packaging and templating Kubernetes manifests, simplifying the deployment and management of complex applications.

· Implemented security best practices in ARM templates, such as setting up Network Security Groups (NSGs), Virtual Private Networks (VPNs), and role-based access control (RBAC) to secure .NET application deployments.

· Utilized Azure Stack and Terraform for configuring and deploying Azure Automation Scripts for various applications. 

· Integrated Maven with Azure Resource Manager (ARM) templates to describe VNet configurations using JSON or YAML syntax, providing a standardized approach to provisioning and managing VNets.

· Utilized Azure Key Vault to securely manage secrets, keys, and certificates used by Python applications in AKS, ensuring secure and compliant handling of sensitive data.

· Collaborated with developers to define GIT source control strategies and resolve code merging disputes. 

· Configured Splunk alerts and anomaly detection rules to detect and notify on critical events and deviations in log and event data.

· Directed the deployment and monitoring of Java applications on Azure, utilizing CI/CD practices and cloud-native architecture to achieve seamless integration and high availability.

· Deployed microservices into Azure Kubernetes using Docker, Jenkins, and Azure DevOps.

· Automated operations using Azure Automation Assets, graphical runbooks, and PowerShell runbooks. 

· Built and maintained Continuous Integration systems using Azure DevOps, PowerShell, and Python.

· Utilized Azure PaaS products for hosting web, API, and function apps. 

· Integrated Azure DevOps pipelines with Azure Monitor and Application Insights for monitoring and logging Docker container deployments, enabling real-time visibility into application performance and health. 

· Configured Grafana alerts and notifications to generate alerts based on Prometheus metrics, notifying stakeholders via email, Slack, or other channels.

· Employed deployment strategies such as blue-green deployments and canary releases using ARM templates and Azure DevOps to minimize downtime and reduce deployment risks for .NET applications.

· Set up and maintained application servers like Apache, Tomcat, and IIS, with expertise in Java/J2EE and. NET integration.

Environment: Azure, Virtual Networks, ExpressRoute, Azure Active Directory, RBAC, ARM Templates, Terraform, Ansible, Azure Databricks, ELK Stack, HDInsight Clusters, NSG Rules, Git, Code Reviews, Azure Automation, PowerShell, ServiceNow Cloud Management, Data Migration, Azure Data Lake Store, Packer, Azure Stack, Azure DevOps, Jenkins, Docker, Azure Kubernetes, Visual Studio Team Services, Azure PaaS, Cognitive Services, Java, MS Windows, Linux Servers.
Chewy, Fort Lauderdale, FL
                                                                                                         Jan 2018 -May 2020
Site Reliability Engineer 

· Defined and tracked SLOs, SLIs, and SLAs, ensuring system reliability and meeting uptime requirements.

· Deployed and managed monitoring and alerting tools like Prometheus, Grafana, Nagios, and ELK Stack to ensure system reliability and performance.

· Implemented new build framework using Jenkins & maven as build framework tools. 

· Used Jenkins and pipelines to drive all microservices builds out to the Docker registry and then deployed to Kubernetes.

· Integrated GIT into Jenkins to automate the code check-out process used Jenkins for automating Builds and Automating Deployments. 

· Involved in designing and deploying multiple applications using AWS cloud infrastructure focusing on high availability, fault tolerance and auto-scaling of the instances. 

· Leveraged Amazon Web Services like EC2, RDS, EBS, SQS ELB, Auto scaling, IAM through AWS console and API Integration.
· Implemented incident management processes and tools like PagerDuty or Opsgenie.

· Used Terraform for managing the infrastructure through the terminal sessions and executing scripts in creating alarms and notifications for EC2 instances using AWS Cloud Watch.
· Involved in building Object Oriented applications using Java, writing Shell Scripts and Python Scripts on UNIX. 
· Created and wrote Python and Shell scripts for automating tasks. 

· Written Templates for AWS infrastructure as a code using Terraform to build staging and production environments.

· Versioning and Source control of codes using GIT concepts such as branching, merging, labeling/tagging, Branches locking, access control and integration. 

· Participated in 24/7 on-call rotations, addressing critical production issues with X% reduced mean time to recovery (MTTR).

Environment: AWS, Docker, Kubernetes, Terraform, Jenkins, Maven, Ansible, Splunk, Dynatrace, Grafana, Java, ELK, GIT, Cloud Watch, Oracle, Shell, JSON, WebSphere, Tomcat, Bitbucket, RHEL, Ansible, TCP/IP, DNS, Windows .

EDUCATION

Bachelor of Science in computer science (GPA: 3.5)                                                                                                      
East Central University, Oklahoma, US

